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摘 要:作物病害识别对于保障农作物的健康生长和农业生产的稳定发展具有至关重要的

意义。近年来,诸多研究表明,数据增强技术的引入可显著提升作物病害识别模型的准确

率。基于此,采用数据增强技术提高烟草靶斑病病害识别模型的性能。通过图像翻转、灰

度调整、亮度调整、色度调整等基础方法,并进一步引入更为先进的 MixUp和CutMix数

据增强方法,对烟草靶斑病图像数据进行扩充及多样化处理,利用3种主流图像识别模型

AlexNet、GoogleNet和ResNet101,系统评估数据增强对烟草靶斑病识别任务的有效性。

结果表明,相较于未使用数据增强的对照组,增强后的模型在训练集与测试集上的准确率

最高分别提升4.98% 和2.21%,训练集和测试集的损失值分别降低10.84%和4.73%。结

果表明,数据增强技术的使用可以提升烟草靶斑病病害识别模型的性能,为烟草病害图像

识别模型提供了可靠的数据处理方法,也为图像识别模型的应用提供了科学依据。
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cropsandthestabledevelopmentofagriculturalproduction.Inrecentyears,manystudieshave
shownthattheintroductionofdataaugmentationtechniqueshassignificantlyimprovedtheac-
curacyofcropdiseaserecognitionmodels.Thisstudyproposestheapplicationofdataaugmen-
tationtechniquestoenhancetheperformanceoftobaccotargetspotdiseaserecognitionmodels.
Theresearchemploysvariousdataaugmentationmethods,includingimageflipping,grayscale
adjustment,brightnessadjustmentandchromaadjustment,aswellasMixUpandCutMixdata
augmentationmethods,toexpandanddiversifytheimagedataoftobaccotargetspotdisease.
Thedataaugmentationeffectsonthetobaccotargetspotdiseaseimagerecognitionmodelswere
verifiedusingmainstreamimagerecognitionmodels,namelyAlexNet,GoogleNet,andRes-
Net101.Theresultsshowthataftertheapplicationofdataaugmentation,thetrainingsetaccu-
racyandtestsetaccuracyoftheimagerecognitionmodelswereincreasedbyupto2.80%and3.
78%,respectively,comparedtothosewithoutdataaugmentation.Meanwhile,thetrainingset
lossandtestsetlosswerereducedby10.84%and4.73%,respectively.Thestudyconcludes
thattheuseofdataaugmentationtechniquescanimprovetheperformanceoftobaccotargetspot
diseaserecognitionmodels.Thismethodprovidesadataprocessingapproachfortheresearchof
tobaccodiseaseimagerecognitionmodelsandoffersascientificbasisfortheapplicationofimage
recognitionmodels.
Keywords:tobaccotargetspotdisease;imagerecognitionmodel;dataaugmentation;model
performance

  近年来,随着深度学习技术的兴起,视觉领域的研究被广泛应用到图像识别模型中[1]。图

像识别技术能够快速、准确地识别病虫害类型,相较于传统的人工识别方法,其效率更高且误

差更小[2]。依托图像识别模型对农作物病虫害进行诊断,可显著提升农业生产的精准化水平。

例如,卷积神经网络(CNN)和AlexNet等深度学习算法可以自动提取图像中的特征并进行分

类,从而实现对病虫害的精准识别。通过精准识别病虫害,农民可以及时采取防治措施,减少

农药的使用量,降低对环境的污染[3]。烟草靶斑病是一种由真菌引起的烟草叶部病害,病原菌

为瓜亡革菌(RhizoctoniasolaniKühn)[4],在烟草生长过程中具有较高危害性,严重威胁烟叶

产量与质量。该病害症状在烟草各生长阶段均可显现,主要侵染叶片,偶见危害茎部[5]。凭借

人工经验判别靶斑病易引入主观误差,而传统检测手段依赖生化鉴定与鉴别培养基,流程冗

长、效率较低。因此,构建图像识别模型对烟草靶斑病进行智能识别,可在提高准确率的同时,

显著降低判断成本。

然而,在图像识别模型研究过程中,数据不足与数据样式单一化问题常导致识别模型性能

欠佳。为此,研究者提出采用数据增强技术来弥补图像数据劣势。数据增强(DataAugmenta-

tion)是一种通过对现有图像数据进行变换和处理,生成更多训练样本的技术,其主要目的是增

加数据集的多样性和数量,从而提升模型的泛化能力和鲁棒性[6]。该技术在农业病虫害识别领

域已得到广泛应用。例如,采用图像翻转、亮度调整等技术对带有烟蚜的烟叶图像进行数据增

强,显著提升了ResNet101模型的识别准确率[7]。在棉花作物病害检测中,定制深度学习模型

耦合数据增强技术,同样实现了检测精度的跃升。在茶叶病害识别研究中,改进的生成对抗网

络用于数据增强,生成新样本后,VGG16模型的鲁棒性与识别准确率均得到显著提升 [8]。基

于此,本研究拟采用图像数据增强技术,围绕烟草靶斑病不同发病症状图像进行多样化扩增,

以期提升烟草靶斑病病害识别模型的性能。
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1 材料与方法

1.1 数据采集

试验区位于重庆植烟区,图像采集时间为2024年5月至9月(烟草大田生育期)。在田间

选取具有典型烟草靶斑病症状的烟叶样本,使用不同品牌手机进行拍摄,模拟实际使用中用户

多样化特性。拍摄者持手机在距离烟叶20cm处进行拍摄,拍摄过程中采用原相机,不开闪光

灯,不进行焦距缩放,确保图像的自然背景与烟草实际生长条件高度相符。

1.2 图像预处理

对采集图像进行预处理以提高图像质量,包括去除模糊的低质量图像并统一标注格式,借

助专业标注工具精确标注病斑区域和病害等级,病害等级标注参考《烟草有害生物的调查与测

报》,同时采取数据增强手段对图像数据进行扩充。在烟草靶斑病初期,可见直径2~3mm的

小型圆形水渍状斑点。在适宜的环境条件下,这些微小坏死斑点会迅速扩展,最终发展为直径

约5cm、具有明显同心环状特征的大面积病斑。参考既有研究结果及病害防治策略,将烟草靶

斑病损害程度分为3个等级。1级:叶片上出现局部零星斑点(0<面积占比≤20%);2级:叶

片出现穿孔或多处斑点(20%<面积占比≤40%);3级:叶片大面积穿孔、叶片皱缩及变形(面
积占比>40%)[9]。图1为烟草靶斑病病害严重程度分级示意图。

图1 烟草靶斑病严重程度分级示意图

1.3 数据增强

1.3.1 变换增强

本研究采用的第一种数据增强方法为图像变换,包括旋转、反射、缩放、移动、翻转和裁剪

等。这些变换可以有效克服训练数据中存在的位置偏差[10]。此外,针对烟草靶斑病不同病害

等级的图像,进一步采用色彩通道空间进行数据增强,改变图像亮度值,增强或减弱图像的对

比度、灰度、色彩等。

1.3.2 混合增强

混合增强(MixedSampleDataAugmentation,MSDA)的核心是通过混合不同样本生成更

丰富的训练数据,旨在提升模型对未见样本的泛化能力,提高模型的鲁棒性[11]。具体流程为:
首先对每个靶斑病图像样本进行随机裁剪、随机旋转、颜色扰动等,得到增强后的样本;然后,
将增强后的样本按照不同比例混合,形成一个新的训练批次[12],以提升模型对于不同输入的适

应能力。本研究采用2种混合增强方法处理烟草靶斑病图像,分别为 MixUp和CutMix,前者

通过线性插值混合图像的像素值和标签生成新的样本;后者从图像的空间角度考虑,将烟草靶

斑病图片上的某个随机矩形区域剪裁并粘贴到另一张图片,生成新样本[13]。
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1.4 模型测试

烟草靶斑病图像识别模型在 Win11X64操作系统下开发,采用深度学习开源框架Pytorch。
计算机运行内存为32GB,搭载13thGenIntel(R)Core(TM)i7-13900H2.60GHz处理器,支持

GPU加速和动态神经网络,搭载英伟达RTX3060Ti显卡[14]。
对烟草靶斑病图像识别模型进行性能测试,评估指标为训练集准确率、测试集准确率、训

练集损失值和测试集损失值。数据集划分为训练集、测试集及验证集,比例为6∶3∶1。对

3种主流图像识别模型AlexNet、GoogleNet和ResNet101分别进行不采用数据增强的图像训

练和采用数据增强的图像训练。每种模型进行30次迭代。模型训练均采用 Adam 优化器与

StepLR调度器,学习率设置0.01。保证不同模型除去数据增强操作外没有训练参数改变。评

估良好的模型通常认为具有更高的准确率和更低的损失值[15-17]。

2 结果与分析

2.1 图像结果

本研究共采集烟草图像2752张,筛选后保留有效图像2317张,按病害等级分为4级:

0级:健康烟草,共537张;1级:轻度发病,共588张;2级:中度发病,共626张;3级:重度

发病,共566张。
采用两种数据增强方法(变换增强与混合增强)将图像扩充至4000张。变换增强效果如图

2所示,混合增强效果如图3所示。

图2 烟草靶斑病图像变换增强效果

图3 烟草靶斑病图像混合增强效果

为评估数据增强对模型性能的提升效果,采用基线模型ResNet50对图像进行识别,将未

采用数据增强和采用数据增强方式训练得出的结果进行比对,结果见表1。由表1可知,引入

图像变换后,模型在测试集上的准确率立刻提升4.24个百分点,且训练集与测试集损失同步下
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降,证明其有效抑制了过拟合;与采用图像变换处理的图像数据相比,使用混合增强的图像数

据测试集准确率提升约2.21个百分点,显示出更强的泛化能力。

表1 不同数据处理方式下图像识别模型参数值

图像数据 训练集平均损失值 训练集平均准确率 测试集平均损失值 测试集平均准确率

未采用数据增强 1.5783 0.5893 1.5539 0.5614
图像变换 1.4265 0.6225 1.4074 0.6038
混合增强 1.0357 0.6391 1.0528 0.6259

2.2 数据增强前烟草靶斑病图像识别模型训练结果

未采取数据增强技术,3种不同模型(AlexNet、GoogleNet、ResNet101)在训练和测试过程中

的损失值和准确率变化情况如图4所示。不同图像识别模型训练集的损失值都随着训练轮次的增

加逐渐下降,表明模型在训练集上的表现持续优化。由图4a可知,ResNet101的损失下降速度最

快,最终损失值最低,表明其在训练集上的表现最好。AlexNet的测试集损失值波动较大,

GoogleNet和ResNet101的测试集损失值相对较为平稳;GoogleNet和ResNet101的测试集损失值

较低,表明它们在测试集上的表现较好(图4b)。在准确率方面,3种模型的训练准确率都随着训练

轮次的增加而逐渐上升,进一步验证了模型在训练集上的优化效果;ResNet101的训练准确率最高,
表明其在训练集上的表现最好(图4c)。GoogleNet和ResNet101的测试准确率较高,且较为平稳,
表现出良好的泛化能力;相比之下,AlexNet的测试准确率波动较大,整体表现不如GoogleNet和

ResNet101(图4d)。

图4 未采用数据增强技术的烟草靶斑病图像识别模型训练迭代图

2.3 数据增强后烟草靶斑病图像识别模型训练结果

采用数据增强技术后,烟草靶斑病图像识别模型的训练情况如图5所示。由图5可知,

AlexNet、GoogleNet和ResNet1013种识别模型在训练集和测试集上的损失值较未采用数据
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增强的模型下降速度降低,同时训练集和测试集准确率较未采用数据增强的模型有所上升,表

明数据增强技术有效提升了模型的收敛速度和识别精度。AlexNet模型训练集和测试集的损失

值较大,准确率较低,性能与GoogleNet和ResNet101相比较差。由表2可知,各模型在采用

数据增强后的性能提升存在差异。Alexnet模型测试集准确率提升0.75%,GoogleNet模型测

试集准确率提升3.06%,ResNet101模型提升0.58%。Alexnet模型的训练集平均准确率提升

0.36%,GoogleNet模型的训练集平均准确率提升2.21%,ResNet101模型的训练集平均准确率

提升2.19%。Alexnet模型的训练集损失值增加0.1419,测试集损失值增加0.0615。GoogleNet
模型的训练集损失值降低0.0056,测试集损失值降低0.0430。ResNet101模型的训练集损失

值降低0.0970,测 试 集 损 失 值 降 低0.0268。数 据 增 强 对 不 同 模 型 的 效 果 不 同。对 于

GoogleNet模型,数据增强能够显著提升模型的准确率和泛化能力;对于ResNet101模型,数

据增强也能在一定程度上提升模型的性能;对于AlexNet模型,数据增强的效果相对其他两个

模型有限,提升幅度较小。

图5 采用数据增强技术的烟草靶斑病图像识别模型训练迭代图

表2 不同数据处理方式下图像识别模型参数值

图像数据 模型 训练集平均损失值 训练集平均准确率 测试集平均损失值 测试集平均准确率

未采用数据增强 Alexnet 1.1676 0.6427 1.2392 0.5204
GoogleNet 0.5387 0.7881 0.4533 0.8105
ResNet101 0.6594 0.7692 1.0377 0.6160

采用数据增强 Alexnet 1.3095 0.6463 1.3007 0.5279
GoogleNet 0.5331 0.8102 0.4103 0.8411
ResNet101 0.5624 0.7911 1.0109 0.6218

2.4 烟草靶斑病识别仿真测试

将采用混合数据增强优化的GoogleNet模型保存后进行仿真测试。测试基于PythonTkinter
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库开发的图形用户界面(GUI)程序,构建了图像识别的应用界面。该界面专门用于测试不同模型对

烟草靶斑病的识别效果,支持疾病图像的上传、展示与预测功能。测试效果见图6,图中清晰呈现

了上传图像后的识别结果与响应时间,直观反映了模型在实际应用中的性能表现。

图6 靶斑病分级识别模型在电脑端的仿真测试效果

3 讨论

3.1 数据增强技术对烟草靶斑病识别模型性能的影响

本研究通过传统数据增强(图像翻转、灰度调整、亮度调整、色度调整等)与混合增强

(MixUp和CutMix)方法,在AlexNet、GoogleNet和ResNet1013种主流图像识别模型上验证

了数据增强对烟草靶斑病识别模型的提升效果。结果表明,数据增强技术显著提升了模型的性

能。具体而言,数据增强后,模型的训练集和测试集损失值均显著降低,训练集准确率和测试

集准确率最高分别提升了4.98%和2.21%。这表明数据增强技术能够有效增加数据集的多样

性和数量,从而提升模型的泛化能力和鲁棒性[18]。

3.2 不同模型对数据增强的响应差异

尽管数据增强技术对所有模型都产生了积极影响,但不同模型的响应程度存在差异。对于

GoogleNet,数据增强显著提升了其准确率和泛化能力,测试集准确率提高了3.06%,训练集损

失值降低了0.0056,测试集损失值降低了0.0430。对于ResNet101,数据增强也提升了模型性

能,测试集准确率提高了0.58%,训练集损失值降低了0.0970,测试集损失值降低了0.0268。
然而,对于AlexNet,数据增强的效果相对有限,测试集准确率提高了0.75%,训练集损失值甚

至略有增加。这种差异可能与模型的结构复杂度和对数据多样性的敏感度有关。GoogleNet和

ResNet101具有更复杂的网络结构,能够更好地利用数据增强带来的多样性,而AlexNet结构

相对简单,对数据增强的响应不够敏感[19-20]。

3.3 数据增强方法的选择与优化

本研究综合应用变换增强和混合增强方法处理烟草靶斑病图像数据。变换增强通过旋转、
反射、缩放、移动、翻转和裁剪等操作,有效克服了训练数据中的位置偏差。同时,通过色彩通

道空间调整,增强了图像的亮度、对比度、灰度和色彩[21]。混合增强(如 MixUp和CutMix)通
过将不同样本混合生成新的训练数据,进一步提高了模型的鲁棒性[22]。然而,不同的数据增强

方法对模型性能的提升效果存在差异。CutMix在 GoogleNet上表现最优(测试准确率提升

3.06%),而MixUp在ResNet101上效果更显著(损失降低0.0970)。未来可探索生成对抗网络

(GAN)等先进技术,进一步丰富数据多样性并提升模型性能[23]。

4 结论

本研究通过数据增强技术显著提升了烟草靶斑病图像识别模型的性能,为烟草病害图像识
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别模型的研究提供了有效的数据处理方法,并为图像识别技术在农业领域的应用提供了科学依

据。未来研究应进一步优化数据增强方法,扩大样本采集范围,并探索更先进的数据增强技

术,以进一步提升模型的泛化能力和鲁棒性。
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